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• Most SLAM/VIO methods produce geometric environment representations 

Motivation 

• Object recognition using deep neural networks have impressive results



Motivation 
• This work harnesses the strength of both VIO and deep neural networks


• We propose Object residual constrained Visual-Inertial Odometry (OrcVIO)


• OrcVIO outputs geometrically consistent, semantically meaningful maps

OrcVIO



Related Work  
• Category-specific   approaches   optimize   the   pose   and   shape of object 

instances using 3D shape models/semantic keypoints
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• Fei, X. and Soatto, S., 2018. Visual-inertial object detection and mapping. In Proceedings of the European Conference on 
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Related Work
• Category-agnostic approaches use geometric shapes such as ellipsoids or 

cuboids to represent objects

CubeSLAM, Yang, S. and 
Scherer, S., 2019, TRO

QuadricSLAM, Nicholson 
et al., 2018, RAL

• Yang, S. and Scherer, S., 2019. Cubeslam: Monocular 3-d object slam. IEEE Transactions on Robotics, 35(4), pp.925-938.
• Nicholson, L., Milford, M. and Sünderhauf, N., 2018. Quadricslam: Dual quadrics from object detections as landmarks in object-

oriented slam. IEEE Robotics and Automation Letters, 4(1), pp.1-8.



Object Class

• Coarse level: ellipsoid (red)

• Fine level: keypoints (blue)



Object Instance

• Deformation (blue arrows) 

• Pose (green arrow)



Problem Formulation   
• Determine the sensor trajectory, geometric landmarks, and object states using 

inertial, geometric, semantic, and bounding-box measurements



Objective Function   



Geometric Keypoints  



Semantic Keypoints  
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Residual module

Semantic Keypoints  
• StarMap is used to detect semanPc keypoints 
• We add drop out layers in original network to obtain covariance  

• Zhou, X., Karpur, A., Luo, L. and Huang, Q., 2018. Starmap for category-agnostic keypoint and viewpoint estimation. In Proceedings of the 
European Conference on Computer Vision (ECCV) (pp. 318-334).
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Semantic Keypoints  
• We use Kalman Filter to track the semantic keypoints on an object level



Object Initialization  



Bounding-box Measurements  



Jacobians   



Visual-Inertial Odometry
• We propose a framework similar to MSCKF for fusing the visual and inertial 

observations to estimate the robot states


• Instead of using quaternion, we use rotation matrix to parameterize the robot state 


• Moreover, we have derived a closed-form integration to propagate the robot state  



Qualitative Results  
• Backprojection of estimated keypoints and ellipsoid



Quantitative Results  



Thank you!  

http://me-llamo-sean.cf/orcvio_githubpage/ 


